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A new large-scale three-dimensional (3D) reconstruction technology based on integral imaging with color-position 

characteristics is presented. The color of the object point is similar to those of corresponding points. The correspond-

ing point coordinates form arithmetic progressions because integral imaging captures information with a senior array 

which has similar pitches on x and y directions. This regular relationship is used to determine the corresponding point 

parameters for reconstructing 3D information from divided elemental images separated by color, which contain sev-

eral corresponding points. The feasibility of the proposed method is demonstrated through an optical indoor experi-

ment. A large-scale application of the proposed method is illustrated by the experiment with a corner of our school as 

its object.   
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Three-dimensional (3D) reconstruction has become popu-

lar recently, especially with the development of 3D print-

ing technology. Optical 3D reconstruction technology can 

be categorized into structured light[1-5] and passive optical 

3D reconstruction technologies[6,7]. The former is more 

developed for reconstructing an object illuminated by 

structured light. Structured light on a large-scale scene is 

limited by the structured light itself. The illuminating 

range limits the range of the 3D scene. Multi-viewpoint 

and integral imaging 3D reconstruction technologies are 

passive optical 3D reconstruction techniques that solve 

the problem of 3D scene range. 3D information is recon-

structed from images through image registration. Numer-

ous studies, such as 3D information reconstruction[8], 

self-screening[9], view analysis[10], real-time computer-

generated technique[11], improved 3D image reconstruc-

tion by curved integral imaging[12,13] and super-resolution 

reconstruction technique[14], have been conducted to 

solve the registration problem. However, most of these 

studies are useful for small scenes only. The calculation 

time and registration become unacceptable for large-scale 

scenes.  

In this paper, a new large-scale 3D reconstruction 

technology through integral imaging[8,9,15] with color-

position characteristics is presented. Integral imaging 

captures 3D information with a lens array. The colors of 

corresponding O′ points in elemental images are similar 

to those of object O. These point coordinates form arith-

metic progressions, because the lens array is constructed 

with the similar pitches on x and y directions. The pa-

rameter colors and O' coordinates are related to those of 

the corresponding O′ points. Elemental images are sepa-

rated during reconstruction by the color used to simplify 

the next process. The divided elemental images have sev-

eral corresponding points, but not all of these points are 

in the elemental images. The parameters of the corre-

sponding O′ points are obtained from the divided elemen-

tal images by arithmetic progression. Optical experiments 

are conducted to confirm our proposed method. An opti-

cal experiment with a small 3D scene in the laboratory is 

successfully performed to demonstrate the feasibility of 

our proposed method. An optical experiment with an 

outdoor 3D scene is performed to confirm the effective-

ness of the proposed method for large-scale scenes. 

3D information is captured by a lens array and re-

corded by elemental images in integral imaging. The 

principle is shown in Fig.1(a).   

The object point O(xO, yO, zO, RO, GO, BO) is captured 

by the lens array, where the object point O with color of 

RO, GO and BO is at the position of (xO, yO, zO). The lens 

array comprises a regular lens placed on the XOY plane 

as shown in Fig.1(b). D(i, j) is a lens in the lens array, 

which is the ith lens in the x direction and the jth lens in 

the y direction. The coordinates of  D(i, j) are shown as 
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where xD(i, j) and yD(i, j)  are the coordinates of D(i, j), and px and py 

are the pitches of the neighbor lens in the lens array on x and y 

directions, respectively. The elemental images are shown in 

Fig.1(c). I(i, j) is the elemental image which is captured by the 

lens D(i, j). Thus, O′(i, j) is the image of O captured by D(i, j), which 

has the coordinates of 
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where g is the distance between the elemental image 

plane and lens array plane, and a is the distance between 

O and the lens array plane which is the same as zO in this 

condition. Substituting Eq.(1) into Eq.(2), it can be ob-

tained that 
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Eq.(3) shows that the coordinates of O′ in the elemental 

images form a two-dimensional arithmetic progression as  

shown in Fig.1(c). The set of O′ is called the correspond-

ing O′ points, determined by (a1x, a1y, dx, dy, R, G, B), 

which can be expressed as 
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which shows that the coordinates of the corresponding O′ 

points are regulated as arithmetic progressions. The first 

terms in x and y coordinates are a1x and a1y, and the 

common differences in x and y coordinates are dx and dy, 

respectively. The parameters of an integral imaging sys-

tem, such as g, px, py and D(1,1), are known. O′(a1x, a1y, dx, 

dy, R, G, B) only depends on O(xO, yO, zO, RO, GO, BO). 

These values have a one-to-one correspondence. 

Elemental images are the set of O′ which is imaged by 

the lens array. If O′(a1x, a1y, dx, dy, R, G, B) can be sepa-

rated from the elemental images, the object point O can 

be calculated by O′. 

A set of many corresponding points should be sepa-

rated individually in elemental images. First, the elemen-

tal images are separated by color (R, G, B) because the 

corresponding O′ points have the same colors as O as 

shown in Fig.2. The separated elemental images which 

have the same color (R, G, B) contain only several corre-

sponding points with the same color of (R, G, B) and dif-

ferent parameters of a1x, a1y, dx and dy. These parameters 

can be obtained from the separated elemental images 

shown in Fig.3. The object point O can be calculated by  
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(b) 

 
(c) 

Fig.1 (a) Optical path of integral imaging; (b) Sketch 

map of lens array; (c) Sketch map of elemental im-

ages 
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Fig.2 Principle of integral imaging 

 

 

Fig.3 Schematic diagram of separated elemental im-

ages 
 

Optical experiments are performed to validate the pro-

posed method. An optical experiment is conducted in the 

laboratory as shown in Fig.4, and the parameters are 

listed in Tab.1. 

 

Fig.4 Picture of the integral imaging pick-up system 
 

Tab.1 Parameters of the integral imaging pick-up system 

Parameter Value 

px 20 mm 

py 0 mm 

g 50 mm 

Coordinates of D(1,1) (0, 0) 

Size of camera array 16×1 

 

The elemental images captured by the integral imaging 

system are shown in Fig.5. One of the elemental images 

separated by color and formatted into a binary image for 

the next calculation is shown in Fig.6.  
 

 

Fig.5 Elemental images captured by integral imaging 

system 
 

 

Fig.6 Elemental images separated by color 
 
All elemental images are separated by color. The set of 

separated elemental images with similar colors is then 

used to obtain a1x and a1y. The reconstructed 3D informa-

tion is shown in Fig.7. 

The 3D object shown in Fig.7(a) is built using several 

toy blocks with different colors. The reconstructed 3D 

object is shown in Fig.7(b). The proposed integral imag-

ing 3D information measurement with color-position 

characteristics can reconstruct the 3D object successfully. 

More details are shown in Fig.7(c) and (d). Fig.7(c) 

shows that the toy blocks with the same color and placed 

in different layers with different z coordinates are recon-

structed successfully. Fig.7(d) shows that the toy blocks 

with different colors and placed in the same layer with 

the same z coordinate are also reconstructed successfully. 
 

 

(a) 

 

(b) 
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(c) 

 

(d) 

Fig.7 3D object and reconstructed 3D image: (a) 3D 

object; (b) Reconstructed 3D image; (c) Recon-

structed 3D object on different z with the same color; 

(d) Reconstructed 3D object on the same z with dif-

ferent colors 

 

A second outdoor optical experiment is performed, and 

the parameters are shown in Tab.2. The scene is a corner 

of our campus (N36°34′8.00″, E114°29′24.12″). The sat-

ellite map of this corner is shown in Fig.9(a) from 

BaiduMap. The camera is held by a tripod, and the cam-

era array is manipulated by moving the tripod with the 

same distance of px.  

 

Tab.2 Parameters of the outdoor integral imaging 

pick-up system 

 

Parameter Value 

px 600 mm 

py 0 mm 

g 50 mm 

Coordinates of D(1,1) (0, 0) 

Size of camera array 21×1 

 

The elemental images captured by the outdoor integral 

imaging system are shown in Fig.8, and the reconstructed 

3D object results are shown in Fig.9(b)–(d).  

 

 

Fig.8 Elemental images captured by the outdoor inte-

gral imaging system 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig.9 (a) Satellite map of the corner of our campus, 

and (b) middle, (c) left, and (d) right viewing points of 

the reconstructed image 

 

This paper presents a new large-scale 3D information meas-

urement technology through integral imaging based on color-

position characteristics. Integral imaging can be used to capture 

information by means of a lens array with similar pitches on x 

and y directions. 3D information is captured by the lens array 

and recorded on the elemental images. Each object point im-

aged by the lens array has its unique color-position characteris-

tics. The elemental images are separated by color. This separa-

tion is used to reduce the distraction and simplify the next proc-

ess. The parameters of the corresponding points (a1x, a1y, dx, dy, 

R, G, B) are obtained from the separated elemental images. The 

parameters of the 3D object point (xO, yO, zO, RO, GO, BO) can be 

calculated with the corresponding point parameters. An indoor 

optical experiment is conducted to demonstrate the feasibility of 

the proposed method. The 3D information of the 3D object 
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composed of toy blocks with different colors is obtained with 

the proposed method. An outdoor optical experiment is per-

formed to illustrate the large-scale application of the proposed 

method. The 3D information of a corner of our campus is also 

captured by the proposed method. 
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